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Abstract
In this work, we investigated the automatic predic-
tion of user ratings for recipes. Information in-
cluding the ingredients, the instructions, and the
reviews from Epicurious were fed into a machine
learner, a multi-class support vector machine, to ex-
amine how reliable they are when predicting recipe
ratings. Our results show that information from the
reviews results in the most reliable predictions: we
reached an accuracy of 62%. The problem is dif-
ficult, partly because of the skewing of the ratings:
most recipes are rated with 3 or 4 out of 4 forks.

1 Introduction
Exchanging recipes over the internet has become popular
over the last decade. There are numerous sites that allow us to
upload our own recipes, to search for and to download others,
as well as to rate and review them. Such sites aggregate in-
valuable information, not only in terms of providing recipes,
but also in providing information about cultural preferences
with regard to food. For example, the site Epicurious1 has
more than 1 100 recipes for chili, but only 24 of those are
low sodium. The site also presents 174 recipes for muffins,
out of which 21 do not contain any dairy products. Such facts
give us a first indication that Americans may eat more salty
chilis than low-sodium ones, if we assume that the users of
the site have a similar distribution as the American popula-
tion. Additionally, a closer look reveals that out of all muffin
recipes, only 11.5% have the highest rating of four forks2,
while among the non-dairy muffins, the percentage of four-
fork ratings is 23.8%. From this, we could conclude that
Americans like non-dairy muffins better than the ones con-
taining dairy (keeping in mind the small size of the sample).

In this paper, we investigate whether we can predict user
ratings for individual recipes, given the ingredients, the in-
structions, the reviews, or a combination of these features. If
these experiments are successful, we can draw conclusions
1) about which ingredients good recipes include, 2) whether
quantities of ingredients or 3) specific steps in the instructions

1http://www.epicurious.com
2Ratings in Epicurious are represented with 0 to 4 forks, includ-

ing the intermediate values 1.5, 2.5 and 3.5.

have an influence on the ratings, and 4) whether we can detect
reliable clues in the user reviews that allow us to deduce how
much users like a recipe.

Questions 1) and 2) exploit intuitions and knowledge such
as the inference that since fat is a flavor carrier, larger
amounts of fat would generally increase taste and subse-
quently ratings. However, this does not carry across cate-
gories: having a larger amount of sugar in a cookie recipe
may increase ratings while having the larger amount of sugar
in a pot roast may have the opposite effect.

Question 3) is based on the assumption that easier recipes
may be rated higher than more difficult ones. Difficulty may
concern the number of steps in a recipe or involving cer-
tain techniques, such as melting chocolate in a double boiler
rather than in a normal pot or measuring the temperature of
melted sugar with a candy thermometer.

Question 4) is an extension of sentiment analysis, which in-
vestigates methods to classify users’ attitudes towards a prod-
uct (or other entities). In our case, the product is the recipe
in question. However, the situation is complicated by the fact
that we do not classify individual reviews or even sentences
into positive or negative sentiment, but rather attempt to clas-
sify a recipe based on all reviews, which may be contradic-
tory. The reviews for one randomly selected muffin recipe,
for example, show ratings that range from 1 fork to 4.

The remainder of the paper is structured as follows: We
will present related work in section 2. Then, we will discuss
the data set and the questions that we will tackle in more de-
tail in section 3 and the experimental setup in section 4. In
section 5, we will present and discuss the results, and in sec-
tion 6, we will conclude our findings and discuss future work.

2 Related Work
The history of applying computer technology to support
cooking activities goes back to 1986 when CHEF, a case-
based machine planner was created to generate new cook-
ing plans from experience (i.e., old plans) [Hammond, 1986].
Later, various interactive cooking support systems including
CounterActive [Ju et al., 2001], eyeCook [Bradbury et al.,
2003], and Smart Kitchen [Hashimoto and Mori, 2008] were
proposed. Recent developments focus on health driven cook-
ing support systems [Karikome and Fujii, 2010; Kamieth et
al., 2011; Wagner et al., 2011]. All these smart kitchen sys-
tems require heavy domain knowledge, which nowadays can
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be generated via crowd sourcing, e.g., online recipe sharing.
In the last decade, researchers have studied online recipes
for making recommendations to meet personal preferences
[Ueda et al., 2011] or health concerns [Freyne and Berkovsky,
2010; Mino and Kobayashi, 2009]. Such studies often focus
on a specific cuisine or type of food, e.g., cookies, and need
to build user models [Sobecki et al., 2006]. Different from
these recommendation systems, our work is content-driven
and is interested in understanding the overall recipe prefer-
ences from all users. Nevertheless, recipe features used in
such systems are applicable to our work.

Ingredients are the most commonly studied features for
recipe recommendations. [Freyne and Berkovsky, 2010] con-
sidered all ingredients to be equally weighted within a recipe
and aggregates the ratings of ingredients to predict the recipe
rating. They found that this simple break down and construc-
tion approach worked better than a user-driven approach that
takes user rating into consideration. While ingredient ratings
are often not available, their experience shows the value of
ingredients for predicting user ratings. Till today, most stud-
ies have treated ingredients equally [Forbes and Zhu, 2011;
Teng et al., 2012] and used them as binary features. [Zhang
et al., 2008] manually grouped ingredients into three levels
of importance and ingredients that the researchers considered
most important have the highest weight. To the best of our
knowledge, this work is the first to use the actual quantities
of ingredients within a recipe as feature values.

Cooking methods are another type of features that has been
used for recipe recommendation. In the past, these features
were either created manually [van Pinxteren et al., 2011] or
mined from existing knowledge bases [Teng et al., 2012],
which may be due to the noise in instruction text. Our work
proposes a simple linguistic approach to directly extracting
cooking methods and other features from instructions.

Although user reviews are the basis for recipes ratings, they
have been used to identify refinements (e.g., reducing sugar in
a recipe) [Druck and Pang, 2012; Teng et al., 2012], but not to
rate recipes. Our work uses sentiment analysis on recipe re-
views and compares review features with content-based fea-
tures in terms of their effectiveness for predicting ratings.

More recipe features can affect user ratings, and they are
often used together. [van Pinxteren et al., 2011] manually de-
veloped 55 features (e.g., soup, French cuisine), which cov-
ered 13 recipe characteristics (e.g., meal type, preparation
time, preparation technique) for pasta. [Teng et al., 2012] ap-
plied ingredient features, ingredient co-occurrence and sub-
stitution network features, and primary recipe features such
as cooking methods, preparation time, and nutrition informa-
tion to predict which recipe has the higher rating between a
pair of similar recipes. They found that ingredient network
features and nutrition features were most effective in their
machine learning experiments, with accuracies of 75% and
78.6% respectively. When working with various features,
[Freyne and Berkovsky, 2010; van Pinxteren et al., 2011]
used the weighted average to determine feature preferences,
and [Forbes and Zhu, 2011] used a more sophisticated matrix
factorization approach.

3 How to Predict User Ratings
In this section, we will first describe the data sets, and then
the research questions that we are investigating in this paper.

3.1 Data Set
We developed a web crawler to scrape recipes with their in-
formation from the Epicurious site. Overall, we extracted
more than 28 000 recipes. Then, we excluded all recipes for
which we did not have the information to extract the features
interesting to us (e.g., there are recipes that received no re-
views and hence no rating information), which reduced the
data set considerably, to 10 146 recipes. To avoid overwhelm-
ing the classifier by highly reviewed recipes, we did not in-
clude more than 10 reviews per recipe. For all recipes with
more than 10 reviews, we took a random sample of 10 reviews
out of the total number of reviews. We also only used full
ratings, i.e., 3.5 forks are rounded down to the 3-fork class,
based on the observation that users are generous when rating
recipes. After this step, the data has the following distribution
of classes/forks across all examples:

• 1 fork :112 examples
• 2 forks: 795 examples
• 3 forks: 5 670 examples
• 4 forks: 3 569 examples

This shows that we are dealing with a well known prob-
lem in machine learning: our data is heavily skewed towards
higher rankings.

For every recipe, we extracted and prepared features in the
following four groups:

• The overall rating (our gold standard classification) in
terms of forks

• Metadata
1. whether there is a picture
2. whether there is wine pairing suggestion
3. whether there is a quick meal label
4. whether there is a healthy meal label
5. whether it appears in the Epicurious menu
6. the type of the recipe (e.g., Alcoholic, Salad)
7. the type of cuisine (e.g., African, Italian)
8. the recipe’s dietary condition (e.g., Healthy, Vegan)
9. number of available metadata items

10. number of cuisine types associated with the recipe
11. number of dietary conditions covered by the recipe
12. the gender of the contributor

• Ingredients
1. the ingredients used in the recipe that occur in ≥ 4

recipes
2. the quantities of the ingredients
3. the number of ingredients
4. the main ingredients of the recipe (a separate group

provided by Epicurious for each recipe)
• Instructions



1. the cooking steps/methods (e.g., chop, boil)
2. number of major steps (e.g., prepare the dough)
3. number of cooking steps

• Reviews
1. a list of indicative uni-, bi-, and trigrams
2. a list of best TF/IDF indicative uni-, bi-, and tri-

grams

Most features are represented by a binary value that indi-
cates the presence or absence of each of the categories possi-
ble for this feature. For example, for each of the existing types
of the recipe (e.g., Alcoholic, Salad, Sauce) we include a sep-
arate feature/value pair. Quantitative features, such as the
number of ingredients, are represented with a scaled-down
value ranging from 0 to 1 by dividing each feature value by
the maximum number of features.

From the list of ingredients of a recipe, we extracted the
ingredients and reduced them to their main nouns, noun com-
pounds, or noun phrases. For example, the ingredient “3 ta-
blespoons unsalted butter” is reduced to “butter”, “1 Granny
Smith apple, peeled, cored, and finely chopped (1 1/2 cups)”
is reduced to the compound “Granny Smith apple”. This was
carried out based on a part-of-speech (POS) analysis of the
ingredients. POS tagging is a well researched technique from
Natural Language Processing that assigns a word class label
to every word. Thus, both “Granny” and “Smith” would be
assigned the label NNP, for proper noun, while apple is as-
signed NN, for common noun. The word “unsalted” would be
assigned the label JJ for adjective. Excluding text within para-
phrases, we kept all nouns (common and proper) and noun
phrases that consist of one adjective modifier and one single
noun head (e.g., “black pepper”). To avoid sparse features,
we also excluded adjectives if the adjective falls into a manu-
ally created stopword list, including such words as “fresh”. In
order to use ingredient quantities as the values for ingredient
features, we converted all the volume measures to tablespoon
(tbsp). Thus, if one recipe needs “1 cup of sugar” while the
other recipe needs “2 tablespoons of sugar”, both instances
will be assigned the feature “sugar tbsp” and the values will
be “16” and “2” respectively. We identified around 9 000
ingredient-measurement combinations and kept the ones that
occur in at least 4 recipes to ensure that the features general-
ize well. Thus, we acquire a collection of 2 406 ingredient-
measure features for our experiments.

For POS tagging, we used the Stanford POS tagger
[Toutanova et al., 2003]3, with the best performing model.
However, since this POS tagger model was trained on the
Wall Street Journal section of the Penn Treebank [Marcus et
al., 1993], we were using it out of domain, thus increasing the
error rate. As a consequence, many verbs from the instruc-
tions are mistagged as nouns since they often occur as imper-
atives at the beginning of the sentence, and they occur more
often as nouns in the Penn Treebank. For example, in the in-
struction “Drain over a rack.”, the first word is mistagged as
a noun instead of as a verb in the base form (VB).

From the instructions, we extracted all verb clusters and
normalize them to the last verb. I.e., we extracted “set” from

3
http://nlp.stanford.edu/software/tagger.shtml

the sentence “You might want to set a timer.” All verbs in
past tense (e.g., “boiled”, “chopped”) and verbs that occur in
less than 3 recipes were removed. Mistagged verbs were also
manually removed. At the end, we had a total of 340 actions
(e.g., “add”, “roast”, “stir”).

From the reviews, we extracted n-grams (sequences of n
words) that have discriminating capability between ratings.
We consider uni-, bi-, and trigrams, based on words and on
POS tags. E.g., “absolutely amazing”, “very disappointing”
etc. are covered by the bigram “RB JJ”. “everyone loved”
is based on “NN VBD”. The most discriminating n-grams
are the ones that achieved the highest term frequency/inverse
document frequency (TF/IDF) scores. Since TF/IDF reflects
how import a word is to a document, the higher the TF/IDF
of a word, the more discriminating power it has. In calculat-
ing the TF/IDF values, we considered every review a docu-
ment. TF/IDF values ranged from 6 to approximately 20 000.
We then restricted the n-grams to the set of those that have a
TF/IDF of at least 5 000.

3.2 Research Questions
In this work, we used a machine learning approach to inves-
tigate four main questions: 1) Can we reliably predict user
ratings from the set of ingredients and their quantities? If
this experiment is successful, we can conclude that there are
specific ingredients or combinations of them that have an in-
fluence on how much users like the recipe. 2) Can we reliably
predict user ratings from the instructions? In other words, are
there certain instructions or combinations of them that influ-
ence user ratings, potentially because they are more compli-
cated or difficult to execute? 3) Can we reliably predict user
ratings from the set of reviews for the recipe? We assume that
there is a close connection between the two, but the connec-
tion may be obscured by the fact that more people submit-
ted ratings but only a small subset of these also provided re-
views, which can vary considerably per recipe. Note that we
approached all these questions indirectly, not by looking at
statistical information directly but rather by employing clas-
sification. This has the advantage that we can use a successful
classifier to predict the success for a novel recipe. This leads
us to our last question: 4) Which types of information do we
need in order to obtain a reliable rating classifier?

In order to investigate the first question concerning the in-
gredients and their quantities, we conducted the following ex-
periments:

• INGREDIENT: Here, we used the ingredients and their
quantities as well as the number of ingredients, i.e. fea-
tures 1 through 3 from the Ingredients features in sec-
tion 3.1. Ingredients are in the form of the ingredient
plus the measurement for the quantity, e.g. sugar tbsp;
the quantities serve as values for their corresponding in-
gredient.

• INGR:NOQUANT: Here, we used the ingredients
as presence features, i.e., they take binary values
(present/not present) plus the number of ingredients.

• INGR:ADDMAIN: Here we used all features from IN-
GREDIENT and also add the main ingredients, i.e., fea-
tures 4 from the Ingredients features in section 3.1.

http://nlp.stanford.edu/software/tagger.shtml


In order to investigate the second question, we conducted
the following experiments:

• INSTRUCT: We used all features from the Instructions
features in section 3.1.

In order to investigate question 3, we compare the follow-
ing experiments:

• REVIEW:ALL: Here we used the full n-grams (without
filter) from the Reviews group in section 3.1 (i.e. fea-
tures 1-3).

• REVIEW:FILTER: In this setting, we only used the list
of best TF/IDF indicative n-grams. (i.e. features 4-6).

The final question is concerned with finding the best classi-
fier. We decided to experiment with the full set of features and
with classifiers in which one of the feature sets is excluded:

• ALLFS: This setting includes all collected features.
• ALL:NOMETA: In this setting, all metadata features

were removed.
• ALL:NOINGREDIENT: All features that represent the

ingredients were excluded.
• ALL:NOINSTRUCT: All features that represent the in-

structions were excluded.
• ALL:NOREVIEW: In this setting, the set of all review

features was excluded.

4 Experimental Setup and Evaluation
For classification, we used Support Vector Machines (SVMs)
in the implementation of SVMlight. In particular, we em-
ployed the multi-class version SVMmulticlass [Crammer and
Singer, 2002]4. SVM is a machine learning classification ap-
proach which uses a function (called a kernel) to map exam-
ple instances onto a linearly separable space.

All experiments reported here were performed with default
parameter settings. In preliminary experiments, we observed
that a higher value of the c parameter (i.e., the trade-off be-
tween training errors and margin) yields better results than
its default value. However, it also resulted in unmanageable
training time due to sheer volume of the data. In order to
avoid benign data splitting, we used 10-fold cross-validation
and report all results averaged over the 10 runs. As base-
line, we used the setting in which the class with the highest
number of recipes (the three-fork rating) is used to label all
instances. We report accuracy for each evaluation setting as
well as precision (P), recall (R), and F-scores (F) per class
within the distinct settings. After feature extraction and com-
position of the feature vectors, we achieved a collection of
5 241 feature/value pairs that represent the information listed
in four separate groups in section 3.1.

5 Experiments
5.1 How Important Are Ingredients and Their

Quantities?
In order to investigate how important ingredients and their
quantities are for user ratings, we carried out a classification

4
http://svmlight.joachims.org/svm_multiclass.html

experiment, in which we used the features from the ingre-
dients (see section 3.1) and their quantities (INGREDIENT),
and another one without quantities (INGR:NOQUANT). The
baseline is shown first, and the results for the experiments
with ingredients are shown in the second part of table 1.

The results show that we have a very competitive base-
line: Just by choosing the class 3-forks for every recipe, we
reached an accuracy of 56%. This is due to the heavy skewing
in the distribution of the user ratings. When we used ingredi-
ent information, we reached a considerably lower accuracy of
50%. Almost none of the recipes were correctly classified as
disliked recipes (1- and 2-forks). By leaving out the quantities
(INGR:NOQUANT), we reached a marginally higher accuracy
of 51%, gaining mostly in recall for the 3-fork rating. From
these results, we can conclude that neither the list of ingredi-
ents nor the combination of these ingredients and their quan-
tities are good predictors of ratings, and thus, it is unlikely
that specific ingredients are directly related to the rating. Ad-
ditionally, to answer the question in the title: While butter is a
flavor carrier, it is the most frequent ingredient across all four
ratings. Thus, butter is not a good discriminative feature.

In the next setting (INGR:ADDMAIN), we added the list
of main ingredients as listed on the recipe page. This results
in a higher accuracy of 55%, which is close to the baseline.
However, it is interesting to see that we thus predicted a very
similar distribution to the baseline: All recipes are grouped
in the 3- and 4-fork categories, with a preference for the ma-
jority class of 3 forks. The results show that for the 3-forks
rating, we still have a high recall (87%). This means, that the
additional main ingredients help increase accuracy but at the
expense of the lower ratings, meaning that the main ingre-
dients are typical for 3-forked recipes, but not for poorly or
highest rated recipes.

Sampling of ratings: Since we have a heavily skewed dis-
tribution of possible classes, we decided to apply up- and
down-sampling to reach more balanced ratios of training in-
stances. In downsampling, we restricted the number of train-
ing instances for the classes with more examples to match the
number of instances in the least represented class (1 fork). In
upsampling, the instances from lower classes in the training
set are duplicated until they reach a more balanced ratio. For
both methods, we tested different ratios. However, all these
experiments resulted in a decrease in accuracy, so we used the
full training set for the remaining experiments.

5.2 Can Instructions Predict Ratings?
For this question, we looked at the INSTRUCT setting in the
third part of table 1. The results show that this setting is again
close to the baseline and the INGR:ADDMAIN setting: We
reached an accuracy of 56%, and all ratings are in the 3- and
4-fork category. From this, we can conclude that there is no
direct interaction between the instructions and the distribution
of ratings.

5.3 Can Reviews Predict Ratings?
For this question, we looked at the REVIEW:ALL and the
REVIEW:FILTER settings in the fourth part of table 1. RE-
VIEW:ALL uses the full list of n-grams from the reviews

http://svmlight.joachims.org/svm_multiclass.html


1-fork 2-fork 3-fork 4-fork Acc.P R F P R F P R F P R F
1 BASELINE 0 0 0 0 0 0 0.56 1.00 0.72 0 0 0 0.56
2 INGREDIENT 0.02 0.05 0.03 0.10 0.03 0.05 0.57 0.71 0.63 0.39 0.28 0.32 0.50

INGR:NOQUANT 0.03 0.05 0.03 0.14 0.02 0.04 0.57 0.74 0.64 0.40 0.28 0.33 0.51
INGR:ADDMAIN 0 0 0 0.05 0 0 0.57 0.87 0.69 0.43 0.18 0.26 0.55

3 INSTRUCT 0 0 0 0 0 0 0.56 0.97 0.71 0.47 0.05 0.10 0.56
4 REVIEW:ALL 0.17 0.15 0.15 0.37 0.08 0.13 0.64 0.77 0.70 0.60 0.51 0.55 0.62

REVIEW:FILTER 0.14 0.21 0.17 0.26 0.25 0.25 0.64 0.68 0.66 0.58 0.52 0.55 0.59
5 ALLFS 0.14 0.17 0.15 0.27 0.30 0.28 0.66 0.66 0.66 0.58 0.56 0.57 0.59

ALL:NOMETA 0.18 0.21 0.19 0.28 0.29 0.29 0.66 0.68 0.67 0.59 0.55 0.57 0.60
ALL:NOINGREDIENT 0.18 0.24 0.21 0.33 0.32 0.32 0.65 0.67 0.66 0.58 0.55 0.57 0.59
ALL:NOINSTRUCT 0.14 0.18 0.15 0.27 0.30 0.28 0.66 0.67 0.66 0.58 0.55 0.57 0.59
ALL:NOREVIEW 0 0 0 0.10 0 0 0.59 0.84 0.69 0.50 0.29 0.37 0.57

Table 1: The experimental results in all evaluation settings; P=precision, R=recall, F=F-score.

while for REVIEW:FILTER, we use the TF/IDF filtered n-
grams. The results show that the REVIEW:ALL setting
reaches the highest results with an accuracy of 62% and the
best distribution over all ratings. When we filtered the n-
grams, we reached higher recall and F-scores for the disliked
categories: The F-score increases from 15% to 17% for the
1-fork rating and from 13% to 25% for 2 forks. However,
this is offset by a loss in recall in the 3-fork rating, leading to
a decrease in overall accuracy. This means that the filtered n-
gram features lose their ability to distinguish 3-fork ratings to
a certain extent. In the future, we will experiment with other
feature selection methods.

5.4 Which Types of Information are Necessary?
For this question, we investigated whether we can obtain bet-
ter ratings when we integrate information from different types
of information about the recipe. Here, we looked at an exper-
iment that used all available features, ALLFS, then we re-
duced the feature set by each group of features. The results
are shown in the last part of table 1. Surprisingly, using all
features results in an accuracy of 59%, which is higher than
the baseline, but it is also considerably lower that the accu-
racy reached by using only review features.

The experiments where we removed groups of features
show that only one group of features is detrimental to the
overall results: the metadata features. The removal of this
group results in a minimal improvement of accuracy over all
features. This is not surprising since Epicurious attempts to
promote all recipes. However, we will need a closer look to
see whether individual features from this group may be use-
ful. As expected, the removal of review features leads to the
lowest accuracy (57%) in this group of experiments.

Overall, we can conclude that reviews provide the most re-
liable information for predicting ratings for recipes. However,
if we aggregate all reviews into one decision, as we have done
here, this means that the lower ratings are dispreferred by the
classifier. From these results, we conclude that we need more
information and more reliable features for the classifier.

6 Conclusion and Future Work
In this work, we investigated the prediction of recipes from
the Epicurious site. We extracted information about the fol-

lowing categories: metadata, ingredients, instructions, and re-
views. Our experiment showed that using only information
from reviews results in the highest accuracy. However, this is
a difficult problem because of the skewed distribution of the
ratings. When using all n-grams from the reviews, we obtain
an accuracy of 62%.

This work is still at the beginning. We are planning to im-
prove the approach in three different areas: First, we will in-
vestigate our current features in more detail. Some features
can be cleaned up further, and the groups of features we inves-
tigated may have been too coarse. I.e., looking at individual
features may help us identify predictive features.

Second, we need to improve the approach to sentiment
analysis with respect to the reviews. We are planning to in-
tegrate a separate classifier for individual reviews, so that we
can include information about the distribution of the reviews
into the recipe classifier. Here, we need to investigate which
features are important for both classifiers in order to gain op-
timal results. We are also planning to explore the use of both
general and corpus-based sentiment lexicons, e.g., Wilson’s
subjectivity terms [Wilson et al., 2003] and a frequency lex-
icon containing patterns that could capture intentionally mis-
spelled words (e.g., “luv,” “hizzarious”) [Yang et al., 2008].

Third, we are planning to improve the Natural Language
component and perform domain adaptation along the lines
of [Kübler and Baucom, 2011]. We are also planning to in-
tegrate a dependency parser, MaltParser [Nivre et al., 2007]
into the system. The dependency parses provide syntactic in-
formation in form of dependencies (directed arcs) between
pairs of words. The dependencies also carry grammatical
information, which allows us to detect “who does what to
whom”. Additionally, they can also provide information with
regard to the scope of negation. Negation has to be dealt with
in sentiment analysis to ensure that “not good” is treated as a
negative expression. However, more complex cases of nega-
tion such as “ I don’t think, the recipe is good.” are often not
handled correctly.
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